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Abstract: With the widespread application of geographic information technology, the copyright 
protection and integrity verification of vector data have become core issues that need to be ad-
dressed urgently. Traditional digital watermarking technology has mature applications in the field 
of raster data, but due to the complex geometric features and sensitive topological relationships of 
vector data, existing methods struggle to balance invisibility and robustness. This research focuses 
on the spatial characteristics of vector geographic data and proposes a watermarking model based 
on an adaptive embedding strategy. By integrating a multi-level feature selection mechanism, a wa-
termark generation framework that takes both capacity and stability into account is constructed, 
and an anti-attack optimization algorithm is designed to deal with real-world threats such as geo-
metric transformation and format migration. Experiments show that this model significantly im-
proves the imperceptibility of the watermark while ensuring data accuracy, providing new technical 
support for geographic information security. 
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1. Introduction 
Geographic information data, as a fundamental resource in fields such as smart cities 

and environmental monitoring, has an increasingly urgent need for security protection. 
Vector data describes spatial entities with coordinate sequences, and its structural char-
acteristics cause traditional watermarking algorithms to easily fail during data editing, 
restricting the capabilities of copyright tracing and tampering detection. Existing research 
mostly focuses on watermark embedding in single-attack scenarios, lacking a comprehen-
sive defense mechanism against multi-dimensional attacks and having significant limita-
tions in maintaining data accuracy. This paper innovatively constructs a hierarchical em-
bedding model. By analyzing the spatial distribution characteristics of vector elements, a 
dynamic weight distribution mechanism is established to enable watermark information 
to be adaptively embedded into key geometric nodes. In response to the frequency-do-
main perturbation characteristics of format conversion attacks, a topological constraint 
verification algorithm is introduced to break through the technical bottlenecks of existing 
methods in cross-platform applications [1]. Through systematic algorithm design, this re-
search achieves precise regulation of watermark embedding strength and data fidelity.  
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2. Vector Geographic Data Watermarking Model Design 
2.1. Watermark Generation Model 

The core of the watermark generation model lies in transforming the copyright iden-
tifier into digital features with anti-tampering ability and high robustness. Based on the 
irreversible characteristic of the hash function, the SHA-256 algorithm is used to perform 
one-way encryption on the copyright information to generate a fixed-length digest se-
quence. The SHA-256 algorithm is a hash algorithm based on the Merkle-Damgård struc-
ture, which converts input data of any length into a fixed-length (256-bit) hash value 
through a series of complex mathematical operations, and its principle is shown in Figure 
1. This process confuses the statistical distribution of the original identifier to ensure that 
attackers cannot obtain valid information through reverse engineering. Meanwhile, the 
uniqueness of the hash value provides a verifiable basis for copyright ownership. On this 
basis, in response to the local distortion that may occur during the transmission and edit-
ing of vector data, a Reed-Solomon error-correction coding mechanism is introduced to 
enhance the fault-tolerance ability of the watermark by adding redundant check bits. The 
coding parameters are dynamically adjusted according to the data characteristics to bal-
ance the error-correction efficiency and embedding capacity and avoid the decrease of 
watermark invisibility caused by excessive redundancy [2].  

 
Figure 1. Principle of SHA-256 Algorithm. 

To adapt to the multi-scale application scenarios of vector data, the watermark se-
quence is further optimized through a block redundancy strategy. The watermark infor-
mation obtained by combining the hash value and error-correction code is divided into 
multiple logical units, and the embedding weights are assigned according to the geomet-
ric complexity of the target data. Each unit is independently embedded in different spatial 
levels to ensure that local attacks only affect limited watermark fragments, and the com-
plete information can still be recovered through majority voting or verification during 
global extraction. This design combines cryptography and channel coding theory. On the 
premise of ensuring the security of the watermark, it significantly improves its adaptabil-
ity to noise interference and data deletion and modification, providing a highly stable 
watermark carrier for subsequent embedding algorithms.  
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2.2. Adaptive Watermark Embedding Algorithm 
The adaptive watermark embedding algorithm aims to dynamically adjust the wa-

termark strength according to the spatial characteristics of vector data to balance invisi-
bility and robustness. The spatial-domain embedding strategy achieves the covert implan-
tation of watermark information by fine-tuning the coordinate point offsets. The core is to 
control the offset amplitude not to exceed the minimum perceptible threshold of the hu-
man visual system. This threshold is determined based on the geometric accuracy require-
ments of vector elements. For example, in contour lines or road networks, the offset needs 
to be lower than the tolerance range of the data usage scenario to avoid affecting the nor-
mal use of map cartography and analysis functions. Meanwhile, the algorithm preferen-
tially selects coordinate points in areas with higher curvature or dense nodes for embed-
ding. In such areas, due to higher geometric complexity, small perturbations are less likely 
to be noticed [3]. 

The frequency-domain embedding strategy maps the vector data coordinate se-
quence to the frequency-domain space and modulates the low-frequency coefficients us-
ing the Discrete Cosine Transform (DCT) or Wavelet Transform (DWT). For the coordi-
nate sequence of vector geographic data, DCT performs a global transformation on the 
coordinate points through orthogonal basis functions. The low-frequency components 
correspond to the macroscopic geometric features of the data, while the high-frequency 
components capture detailed features and noise. Watermark embedding selects low-fre-
quency coefficients because of their higher stability and smaller distortion under geomet-
ric attacks.  

Steps of DCT modulation: 
1) Coordinate block division: Divide the vector data coordinate sequence into sub-

blocks of fixed length to ensure that each block can perform DCT transformation 
independently.  

2) Frequency-domain mapping: Perform two-dimensional DCT on each sub-block 
to generate a coefficient matrix containing the direct-current component (DC) 
and alternating-current components (AC). 

3) Low-frequency selection: Select the DC component and adjacent low-frequency 
AC coefficients as the modulation objects to ensure that the watermark energy 
is concentrated in the visually insensitive area. 

4) Quantization modulation: Combine the watermark binary sequence with the 
quantization step and adjust the values of the selected coefficients according to 
the rules.  

5) Inverse transformation reconstruction: Perform inverse DCT on the modified 
coefficient matrix to generate a watermarked coordinate sequence.  

DWT divides the signal into approximate (low-frequency) and detail (high-frequency) 
subbands by multi-scale decomposition, with the approximate subband characterizing the 
global features of the data and the detail subband capturing the local mutations, as shown 
in Figure 2. After vector data is decomposed by DWT, the low-frequency subbands are 
more robust to attacks such as translation and rotation, and are suitable to be used as 
watermarking vectors.  

 
Figure 2. Wavelet Transform Modulation. 
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Steps of DWT modulation:  
1) Wavelet decomposition: Perform multi-level DWT decomposition on the coor-

dinate sequence to obtain low-frequency approximation coefficients (LL sub-
band) and high-frequency detail coefficients.  

2) Coefficient screening: Select the LL sub-band coefficients of the highest decom-
position level because they contain the main structural information of the data.  

3) Adaptive quantization: Design quantization intervals according to the statistical 
distribution of the LL coefficients and map the watermark information to the 
coefficient amplitudes.  

4) Coefficient correction: Fine-tune the selected coefficients according to the quan-
tization rules to ensure that the modification amount is below the visual percep-
tion threshold [4].  

5) Wavelet reconstruction: Reconstruct the coordinate sequence using the modi-
fied low-frequency coefficients and the original high-frequency coefficients to 
complete watermark embedding. 

The adaptive rule generates dynamic weights by analyzing the local geometric fea-
tures of vector elements. Taking curvature as an example, high-curvature areas usually 
correspond to the turning points of feature outlines. In such areas, small offsets of coordi-
nate points are easily masked by topological relationships, so a higher embedding 
strength can be assigned. Node density is used to evaluate the sensitivity of an area to 
perturbations. In sparse areas, since there is less redundant information, the embedding 
strength needs to be reduced to maintain data fidelity. The algorithm constructs a multi-
dimensional decision-making model by integrating curvature, node density, and feature 
types, and optimizes the watermark embedding parameters in real-time to ensure the ex-
tractability of the watermark and the usability of the data under complex attack scenarios.  

2.3. Watermark Extraction and Detection Model 
2.3.1. Blind Extraction Algorithm 

The core of the blind extraction algorithm is that it does not require the original data 
or prior watermark information. Instead, it relies solely on the statistical properties of the 
watermark-containing vector or the embedding rules to recover the watermark. The prin-
ciple is based on the reversible perturbation of the vector data during the watermark em-
bedding process, and the watermark separation is realized by analyzing the correlation 
between the perturbation pattern and the preset coding rules. For the coordinate offsets 
in spatial-domain embedding, the algorithm extracts watermark information by calculat-
ing the differences in geometric relations between neighboring coordinate points and 
identifying abnormal fluctuations consistent with the watermark modulation rules; mean-
while, frequency-domain embedding utilizes statistical distribution offsets of coefficients 
in the transform domain to detect quantization interval features matching the embedding 
process [5]. 

In watermark detection, the mutual correlation function is commonly used to quan-
tify the similarity between the extracted signal and the expected watermark sequence. As-
suming that the watermark sequence is 𝑊𝑊 = {𝑤𝑤1,𝑤𝑤2, . . . ,𝑤𝑤𝑛𝑛} and the extracted signal is 
𝑊𝑊 = {𝑤𝑤�1,𝑤𝑤�2, . . . ,𝑤𝑤�𝑛𝑛}, its normalized mutual correlation value is calculated as shown in 
Equation (1): 

𝜌𝜌 = ∑ (𝑤𝑤𝑖𝑖−𝜇𝜇𝑤𝑤)(𝑤𝑤�𝑖𝑖−𝜇𝜇𝑤𝑤� )𝑛𝑛
𝑖𝑖=1

�∑ (𝑤𝑤𝑖𝑖−𝜇𝜇𝑤𝑤)2𝑛𝑛
𝑖𝑖=1 �∑ (𝑤𝑤�𝑖𝑖−𝜇𝜇𝑤𝑤� )2𝑛𝑛

𝑖𝑖=1

          (1) 

Where 𝜇𝜇𝑤𝑤 and 𝜇𝜇𝑤𝑤�  are the sequence mean values respectively. The watermark is de-
termined to exist when 𝜌𝜌 exceeds the preset threshold. 
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For frequency domain watermarking, hypothesis testing methods can verify the dis-
tributional deviation after coefficient quantification. For example, the chi-square test as-
sesses whether the modified statistical properties of the frequency domain coefficients are 
consistent with the uniform distribution assumption, as shown in Equation (2): 

𝜒𝜒2 = ∑ (𝑂𝑂𝑘𝑘−𝐸𝐸𝑘𝑘)2

𝐸𝐸𝑘𝑘
𝑚𝑚
𝑘𝑘=1            (2) 

Where 𝑂𝑂𝑘𝑘 is the number of observed frequencies, 𝐸𝐸𝑘𝑘 is the expected frequency and 
m is the number of quantization intervals. If the value of 𝜒𝜒2 is significantly higher than 
the critical value, it indicates the presence of watermark interference. 

2.3.2. Robustness Enhancement 
Robustness reflects the ability of a system to maintain stable operation of its functions 

even in the face of changes in its internal structure or external environment. This concept 
is summarized in Figure 3. The robustness enhancement algorithm fixes the miscoding 
caused by data attack or channel interference during watermark extraction through the 
error correction coding mechanism. Its principle is based on coding theory, which adds 
redundant check bits to the watermark information in the embedding stage to form an 
error-correcting code (ECC) that is resistant to BER. When there is a partial error in the 
extracted watermark sequence, the decoder utilizes the redundant information to locate 
and correct the error bits to restore the original watermark.   

 
Figure 3. Robustness Overview. 

Error correction coding is performed using Reed-Solomon code with the parameter 
(n, k), which indicates that the k-bit original information is encoded into n-bit codewords 
with a maximum error correction capacity of 𝑡𝑡 = (𝑛𝑛 − 𝑘𝑘)/2 bit errors. The encoding pro-
cess maps the watermark information vector m to the code word c by generating matrix 
G as in Equation (3): 

𝑐𝑐 = 𝑚𝑚 ⋅ 𝐺𝐺             (3) 

Where G is a \ (k \times n\)-dimensional generating matrix containing a linear com-
bination relationship between information bits and redundant bits. 

In watermark detection, the code word r extracted at the receiver side may contain 
the error vector e, i.e., 𝑟𝑟 = 𝑐𝑐 + 𝑒𝑒. The decoder computes the concomitant representation 
as in Equation (4): 

𝑠𝑠 = 𝑟𝑟 ⋅ 𝐻𝐻𝑇𝑇              (4) 

Where, H is the check matrix, if 𝑠𝑠 ≠ 0, the error location is localized by Berlekamp-
Massey algorithm and the error value is corrected using Forney algorithm, outputting the 
corrected code word 𝑐̂𝑐.This mechanism effectively fights against transmission noise, ge-
ometric attacks and data compression operations, ensuring that the watermark can still be 
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completely extracted in partially corrupted scenarios, and significantly improves the sys-
tem fault-tolerance capability [6]. 

3. Attack Resistant Robust Optimization Algorithm 
3.1. Anti-Geometry Attack Algorithm 

The core of the anti-geometric attack algorithm lies in constructing a watermark em-
bedding framework that is invariant to affine and projective transformations, ensuring 
that the watermark can still be stably detected after rotation, scaling, translation, and pro-
jective deformation. Watermark embedding based on affine transformation invariance 
eliminates the influence of geometric deformation through coordinate normalization. The 
algorithm maps the original coordinates to a standard coordinate system. In this system, 
the centroid is translated to the origin, the coordinate axes are oriented by the eigenvectors 
of the covariance matrix, and the scale is normalized by the eigenvalues. This process 
eliminates the differences in affine transformation parameters (as shown in Figure 4). The 
watermark is embedded in the normalized coordinate space, and the embedding strength 
is adaptively associated with local curvature or node density to ensure that the watermark 
maintains relative position invariance after inverse transformation [7]. The normalization 
process can be expressed as Formula (5): 

𝑥𝑥′ = 𝑈𝑈−1 ∧−1/2 (𝑥𝑥 − 𝑐𝑐)           (5) 

 
Figure 4. Affine Transformation. 

Where c is the original coordinate center of mass, and U and Λ are the eigenvector 
matrix and eigenvalue diagonal matrix of the covariance matrix, respectively. 

Resistance to projection transformation attacks requires a combination of coordinate 
system transformation and resampling compensation. The algorithm transforms the vec-
tor data to a local coordinate system, e.g., a reference system constructed based on the 
principal direction, utilizes projection-invariant features (e.g., curvature extrema points) 
as datums, and the watermark embedding is based on the relative positions of the local 
coordinates. In the detection stage, for the coordinate distortion caused by projection de-
formation, the geometric distortion is compensated by resampling technique. The data 
topology after the attack is reconstructed by interpolation algorithm, combined with the 
local coordinate system inverse mapping to restore the relative relationship of the water-
mark embedded region, and suppress the watermark misalignment caused by the projec-
tion transformation [8]. 

3.2. Resistance to Data Compression and Simplification Attacks 
The algorithm against data compression and simplification attacks enhances the wa-

termark's robustness by protecting key nodes and multi-level redundant embedding. The 
protection of key nodes is based on the Douglas-Peucker algorithm (Figure 5), which se-
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lects nodes that significantly contribute to the curve shape according to the geometric de-
viation. The importance level of nodes is determined by the maximum vertical distance 
generated by recursively dividing the curve. Nodes with a deviation higher than the pre-
set threshold are marked as key nodes, and these nodes are preferentially retained during 
the compression process. Watermark embedding involves minor perturbations to the co-
ordinates of key nodes, and its anti-simplification feature is utilized to reduce the risk of 
watermark loss due to node deletion.  

 
Figure 5. Douglas-Peucker Based Algorithm. 

The watermark redundant embedding strategy is implemented synchronously at 
three levels: point, line, and surface. At the point level, the watermark is embedded in the 
coordinate offset of key nodes; at the line level, the watermark is realized by adjusting the 
topological relationships (such as angles and lengths) between adjacent nodes; at the sur-
face level, the watermark is encoded relying on the centroid or boundary curvature fea-
tures of the polygon area. Multi-level embedding ensures that when the data at a single 
level is damaged, the watermark at other levels can still be extracted. In the detection stage, 
a fusion verification mechanism is adopted to cross-check the watermarks extracted from 
different levels, and the final watermark sequence is determined according to the princi-
ple of majority agreement.  

The node grading standard of the Douglas-Peucker algorithm is dynamically associ-
ated with the watermark embedding strength. The watermark modulation amplitude of 
high-importance nodes is restricted to avoid visual abnormalities caused by excessive 
modification; for low-importance nodes, higher-strength modulation is allowed, but care 
must be taken to ensure that these nodes are not removed by the simplification algorithm 
before watermark detection. Multi-level redundant embedding combines topological con-
straints and geometric features, enabling the watermark to remain recoverable under op-
erations such as data compression, node thinning, and format conversion, and signifi-
cantly enhancing the system's robustness against lossy processing [9]. 

3.3. Anti-Formatting Attack 
The algorithm against format conversion attacks focuses on maintaining the con-

sistency of watermarks across different formats, ensuring that the watermark exists stably 
and can be detected during the conversion process of heterogeneous data formats such as 
Shapefile, GeoJSON, and KML. The core strategies are general attribute field embedding 
and format feature adaptation. The selection of general attribute fields takes into account 
the common metadata areas of different formats. For example, the remarks field of the 
DBF table in Shapefile, the properties attribute in GeoJSON, and the ExtendedData tag in 
KML. The watermark is encoded into a format-independent text or binary sequence to 
avoid watermark loss caused by differences in format structures.  

Format feature adaptation adjusts the watermark embedding method according to 
the storage mechanisms of different formats. The separated storage structure of geometry 
and attributes in Shapefile requires the watermark to be embedded synchronously in the 
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SHP and DBF files; GeoJSON uses a JSON key-value pair structure, and the watermark 
can be stored dispersedly in multiple properties subfields to avoid single-point failure; 
KML relies on XML hierarchical description, and the watermark needs to be embedded in 
the extended nodes under a specific namespace to prevent being ignored by the parser. 
Watermark encoding needs to be compatible with the character set and data type re-
strictions of each format. For example, Base64 encoding is used to bypass the XML special 
character escaping problem.  

The stability of data serialization and parsing is ensured through coordinate system 
unification and precision control. The algorithm converts the original data to the WGS84 
geographic coordinate system to eliminate the interference of projection parameters dur-
ing format conversion; the precision of floating-point numbers retains a fixed number of 
decimal places to suppress the influence of rounding errors of different serialization li-
braries on the watermark. The watermark synchronization mechanism triggers redundant 
verification after format conversion, comparing the hash value differences between the 
original watermark and the converted watermark. If inconsistencies are detected, the wa-
termark is restored from the backup embedding location.  

4. Experiment and Performance Analysis 
4.1. Experimental Design 

The attack simulation is divided into four categories: geometric transformation (ro-
tate 5°, zoom 1.2 times), noise addition (Gaussian noise, standard deviation 0.1% coordi-
nate range), data compression (Douglas-Peucker algorithm, threshold 0.5% of the total 
length), and format conversion (Shapefile to GeoJSON, KML to GeoPackage, the tool is 
GDAL 3.6). The attack simulation is divided into four categories: geometric transfor-
mation (rotate 5°, zoom 1.2 times), noise addition (Gaussian noise, standard deviation 0.1% 
coordinate range), data compression (Douglas-Peucker algorithm, threshold 0.5% of the 
total length), and format conversion (Shapefile to GeoJSON, KML to GeoPackage, the tool 
is GDAL 3.6). 

The evaluation metrics were invisibility, robustness, and computational efficiency, 
representing three key performance dimensions (Table 1). 

Table 1. Experimental Assessment Indicators and Typical Results. 

Attack Type PSNR (dB) RMSE (m) NC BER (%) Time (ms) 
No Attack 62.3 0.012 0.992 0.8 18.5 

Rotate + Zoom 58.7 0.038 0.945 3.2 22.1 
Gaussian Noise 53.2 0.127 0.874 7.9 19.8 

Data Compression 59.8 0.021 0.912 5.6 25.4 
Format Conversion 60.5 0.018 0.931 4.1 27.3 

Invisibility is measured by Peak Signal-to-Noise Ratio (PSNR) and Geometric Preci-
sion Error (RMSE), PSNR reflects the degree of coordinate shift before and after water-
mark embedding, and is calculated as in Equation (6):  

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 20 𝑙𝑙𝑙𝑙𝑙𝑙10( 𝑀𝑀𝑀𝑀𝑋𝑋𝐼𝐼
√𝑀𝑀𝑀𝑀𝑀𝑀

)           (6) 

Where 𝑀𝑀𝑀𝑀𝑋𝑋𝐼𝐼  is the maximum theoretical value of the coordinates, √𝑀𝑀𝑀𝑀𝑀𝑀  is the 
mean square error between the original and the watermarked data contained. The geo-
metric accuracy error is measured by the root mean square value of the node position 
offset, calculated as in Equation (7): 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑁𝑁
∑ �𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖′�

2𝑁𝑁
𝑖𝑖=1           (7) 

Robustness is evaluated by the Normalized Correlation Coefficient (NC) and Bit Er-
ror Rate (BER). NC measures the similarity between the extracted watermark and the orig-
inal watermark, as calculated in Equation (8): 
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𝑁𝑁𝑁𝑁 = ∑(𝑤𝑤𝑖𝑖,𝑤𝑤𝑖𝑖
′)

�∑𝑤𝑤𝑖𝑖
2⋅∑𝑤𝑤′𝑖𝑖

2
            (8) 

The computational efficiency records the average elapsed time for watermark em-
bedding and extraction.  

The experimental setup parameters are optimized based on preliminary study results, 
with the geometric accuracy error threshold set to 0.05 m and the BER tolerance upper 
limit at 10%. The attack intensity simulates the actual data processing scenario to ensure 
the comparability and reproducibility of the results. 

4.2. Experimental Results Analysis 
4.2.1. Anti-attack Performance Test (Resistance to Rotation, Scaling, Noise, etc.) 

The experiments test the robustness of the algorithms for four types of attacks: geo-
metric transformation, noise addition, data compression and format conversion. Table 2 
lists the key evaluation metrics under different attack scenarios. In the geometric transfor-
mation test, the combined rotation and scaling attack has limited impact on watermark 
invisibility, the PSNR value drops to 58.7 dB, and the geometric precision error (RMSE) is 
0.038 m, which does not exceed the preset threshold [10]. The normalized correlation co-
efficient (NC) stays at 0.945, indicating that the watermark can still be stably extracted 
under affine transformation, which verifies the effectiveness of the coordinate system uni-
fication and redundant embedding based strategy.  

Table 2. Anti-Attack Performance Test Results. 

Attack Type PSNR (dB) RMSE (m) NC BER (%) Time (ms) 
No Attack 62.3 0.012 0.992 0.8 18.5 

Rotate + Zoom 58.7 0.038 0.945 3.2 22.1 
Gaussian Noise 53.2 0.127 0.874 7.9 19.8 

Data Compression 59.8 0.021 0.912 5.6 25.4 
Format Conversion 60.5 0.018 0.931 4.1 27.3 

4.2.2. Robustness Comparison with Existing Algorithms (e.g. QIM, DCT-Based) 
Quantized Index Modulation (QIM) and Discrete Cosine Transform (DCT-based) 

watermarking algorithms are selected as benchmarks for the comparison experiments to 
verify the performance advantages of this paper's algorithms under geometric attacks, 
noise interference and format conversion scenarios. Table 3 compares the NC and BER 
metrics of different algorithms under the same attack conditions. Under the geometric 
transformation attack, the QIM algorithm reduces the NC value to 0.812 due to its reliance 
on a fixed quantization step. The DCT-based algorithm has an NC value of 0.785 because 
frequency domain coefficients are sensitive to affine transformations. In contrast, the al-
gorithm proposed in this paper maintains an NC value of 0.945. The design of redundant 
embedding and normalization of the coordinate system effectively mitigates the damage 
caused by rotation and scaling on the watermark. 

Table 3. Robustness Comparison Experiment Results. 

Algorithms 
Rotation + 

Scaling (NC) 
Gaussian noise 

(BER%) 
Data Compression 

(NC) 
Format conversion 

(BER%) 
QIM 0.812 15.2 0.803 14.6 

DCT-based 0.785 10.5 0.768 12.9 
The algorithm in 

this paper 
0.945 7.9 0.912 4.1 
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In the noise interference scenario, the BER of the QIM algorithm is as high as 15.2%, 
and its single modulation mechanism is susceptible to random errors; the DCT-based al-
gorithm controls the BER at 10.5% through the frequency domain energy dispersion prop-
erty, which is still higher than that of the algorithm in this paper, which is 7.9%. The mul-
tilayer watermark embedding strategy provides error correction redundancy and sup-
presses the BER increase by leveraging the hierarchical topology relationships between 
points, lines, and surfaces in noisy environments. Under data compression attack, QIM 
and DCT-based algorithms decrease the NC value to 0.803 and 0.768 respectively due to 
the dependence on specific node distributions or frequency domain coefficients, and the 
embedding method based on key node protection of this paper's algorithm maintains the 
NC value at 0.912, which verifies the adaptability of the node importance hierarchy to 
simplified attacks. 

5. Conclusion 
The vector geographic data watermarking system constructed in this study effec-

tively solves the contradiction between anti-attack ability and data fidelity of traditional 
methods through feature-driven watermark generation and adaptive embedding strategy. 
The anti-geometric attack algorithm significantly improves the stability of the watermark 
in scaling, rotation and other operations through the parameter compensation mechanism 
in the coordinate transformation domain; the topology checking model designed for the 
format conversion attack fills the technical gap of cross-platform watermark protection. 
Experimental validation shows that the framework has a better robustness threshold than 
traditional algorithms in complex attack scenarios. Future research can explore the inte-
grated application of dynamic watermarking and blockchain technology to establish a full 
life cycle geographic data security protection system. 
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